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Abstract—The performance of many robust model fitting techniques is largely dependent on the quality of the generated hypotheses. In this paper, we propose a novel guided sampling method, called Accelerated Guided Sampling (AGS), to efficiently generate accurate hypotheses for multi-structure model fitting. Based on the observations that residual sorting can effectively reveal data relationship (i.e., determine whether two data points belong to the same structure), and keypoint matching scores can be used to distinguish inliers from gross outliers, AGS effectively combines the benefits of residual sorting and keypoint matching scores to efficiently generate accurate hypotheses via information theoretic principles. Moreover, we reduce the computational cost of residual sorting in AGS by designing a new residual sorting strategy, which only sorts the top ranked residuals of input data, rather than all input data. Experimental results demonstrate the effectiveness of the proposed method in computer vision tasks such as homography matrix and fundamental matrix estimation.

Index Terms— Robust model fitting, hypothesis generation, residual sorting, keypoint matching scores, multiple structures.

I. INTRODUCTION

ROBUST model fitting plays an important role in computer vision, and has been widely employed in 3-D data segmentation [1], object recognition [2], automated rebar detection [3], visual tracking [4], indoor navigation [5], [6], and so on. Generating a set of accurate hypotheses is critical to the success of most model fitting methods such as [1], [7]–[11]. Many recently proposed model fitting methods (e.g., [8], [11]) use random sampling to generate model hypotheses. However, the drawback of random sampling is that, the probability of sampling an all-inlier minimal subset exponentially reduces when the order of the geometric model increases or the inlier ratio of input data decreases [12]. In this paper, we focus on guided sampling for model fitting based on image pairs, and input data are candidate image correspondences. A minimal subset represents a subset of input data with size \( m \), where \( m \) is the minimum number of image correspondences required to estimate the parameters of a geometric model. Therefore, the computational cost of random sampling to generate an accurate hypothesis close to the true model is expensive.

To improve the efficiency of hypothesis generation, some sampling methods (e.g., [13]–[15]) have been proposed to guide the sampling process by using prior probabilities derived from (keypoint) matching scores. These methods can rapidly generate accurate hypotheses for single-structure data (even with more than 90% outliers). However, these methods may not obtain one clean solution for multi-structure data (i.e., at least one all-inlier or clean minimal subset is sampled for each model instance) within a reasonable time due to the fact that these methods usually sample cross-structure minimal subsets, especially for high-order geometric models [16]. In such a case, data in cross-structure minimal subsets may have high matching scores, but they are from different model instances. Here, we respectively choose 5 seconds and 10 seconds as indicative “reasonable time”, for homography matrix and fundamental matrix estimation as done in [17].

Several guided sampling methods (e.g., [16], [18]) have been proposed to accelerate accurate hypothesis generation for two-stage fitting methods (e.g., [11], [19]–[21]). These two-stage model fitting methods first generate a number of hypotheses, and then perform model selection. The two steps are performed disjointedly. These fitting methods will break down if there is no single clean solution obtained in the hypothesis generation process. Moreover, it is time-consuming for these guided sampling methods to achieve a clean solution for multi-structure data with high outlier rates, because the sampling weights are computationally expensive. Note that, in multi-structure data, the outliers of one structure may contain both gross outliers and pseudo-outliers (i.e., the inliers belonging to one structure are the outliers to the other structures).

In this paper, we propose a new hypothesis generation method, named Accelerated Guided Sampling (AGS), which aims to efficiently generate accurate hypotheses. Different from model fitting methods such as USAC [9], which includes all important steps of fitting process, such as hypothesis generation and degeneracy detection, whereas AGS mainly focuses on improving the efficiency of hypothesis generation and it can be used in other fitting methods such as USAC. In more detail, the basic steps of AGS are given as follows.

During the hypothesis generation process, AGS first computes data preference correlations (i.e., conditional probabilities) by residual sorting as done in [16], [18]. Based on the observation that correlations between the inliers from the same structure have higher values [16], we propose to use
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information theoretic principles to select significant data (that are more likely from the same model instance) with larger correlation values. On the other hand, the matching scores of inliers usually have higher values than those of outliers. To reduce the influence of gross outliers, AGS computes the sampling weights by using both the correlations and matching scores. Moreover, to increase the efficiency of residual sorting in AGS, we propose a new residual sorting strategy, which significantly reduces the computational cost compared with the strategy used in [16]. Finally, AGS samples data to generate a model hypothesis by using the sampling weights from the selected significant data.

Fig. 1 illustrates the main steps of AGS. In Fig. 1(a), the gross outliers are marked with red crosses, while the inliers of the two structures are marked with different colors, respectively. In Fig. 1(b) to Fig. 1(d), the x-axis means the rearranged data index grouped according to the structure membership, and the y-axis means the corresponding correlation values (Fig. 1(b) and (c)) or the sampling weights (Fig. 1(d)). First, the correlation values between an input datum $x_i$ and input data are computed. The correlations between $x_i$ and the data from the same structure that $x_i$ belongs to, usually have large values (see Fig. 1(b), where $x_i$ is an inlier belonging to the group drawn in the blue lines (the top row) or in the green lines (the bottom row)). Then, AGS uses information theoretic principles to filter out the data whose correlation values with regard to $x_i$ are low (see Fig. 1(c)). As a result, most of the retained data are from the same structure. At last, AGS computes sampling weights (see Fig. 1(d)) by using both the correlations of the retained data in Fig. 1(c) and the corresponding matching scores, by which the influence of gross outliers is reduced. AGS samples minimal subsets from the retained data with the sampling weights, by which it increases the probability of sampling clean minimal subsets.

Compared with MultiGS [16] and ModeSamp [18], AGS has two main advantages: (1) AGS offers substantial speedups for hypothesis generation. To sample a minimal subset, MultiGS and ModeSamp compute correlations by sorting residuals of all input data $m-1$ times (e.g., $m = 7$ or 8 for fundamental matrix estimation). However, AGS computes correlations only once. Thus, the computational cost of AGS to perform correlation computation is approximately equal to $1/(m-1)$ of that of MultiGS and ModeSamp for hypothesis generation. (2) Different from MultiGS and ModeSamp, which sample minimal subsets from all input data, AGS samples minimal subsets from the selected significant data. Thus, AGS significantly increases the probability of sampling all-inlier minimal subsets.

In summary, the main contribution of this work is that we develop an efficient guided sampling method for model fitting. More specifically, (1) we propose an effective hypothesis generation strategy, which uses information theoretic principles to select significant data from input data based on data correlations. Moreover, to reduce the influence of gross outliers, we compute the sampling weights of data by using both data correlations and matching scores. AGS samples a minimal subset from the selected significant data with the sampling weights, which leads to high computational efficiency (i.e., data correlations are computed only once for sampling a minimal subset) and high sampling effectiveness. (2) We propose an efficient residual sorting strategy, which effectively takes advantage of the information obtained by previous sorting results to reduce computational cost.

The rest of the paper is organized as follows: In Section II, we review related work. In Section III, we present the proposed AGS method. In Section IV, we show experimental results on both homography matrix and fundamental matrix estimation. In Section V, we draw the conclusions.

II. RELATED WORK

A large number of sampling methods (e.g., [14]–[16], [22], [23]) have been proposed to improve the efficiency of hypothesis generation. Several methods assume that inliers from the same structure tend to be spatially close in the image domain. For example, NAPSAC [22] and Proximity [24] concentrate on sampling neighboring data. GroupSAC [25] first partitions input data into a number of groups through clustering or segmentation, and then guides the sampling process by using the information obtained from the groups. However, the assumption of these methods may be violated in some cases. For example, in Fig. 1(a), the inliers of the structure marked in blue are separated by the other structure marked in cyan, which causes that the inliers of the former structure are not spatially neighboring. Moreover, the solutions obtained by these methods may be inaccurate because the spans of the minimal subsets sampled by these methods are relatively small [26].

[23] embeds an inner RANSAC in the standard RANSAC to perform local exploration for accelerating accurate hypothesis generation. However, for data with a large number of inliers, the inner RANSAC may increase the computational time by an order of magnitude. To overcome this disadvantage, $LO^7$—RANSAC [27] proposes to limit the number of inliers, which are used to estimate model parameters in the inner
of residual indices is obtained by sorting $r^i$ in a non-descending order. $\kappa^i$ is the preference of $x_i$ to the $c$ hypotheses, where $u, v \in \{1, 2, \ldots, c\}$, and $u < v \implies r^i_{\kappa^i_u} \leq r^i_{\kappa^i_v}$.

$\kappa^i_{1:w}$ is a vector including the first-$w$ elements of $\kappa^i$, where $w$ is the window size. Here, $1 \leq w \leq c$ and $w$ is set to $w = [a \ast c]$, where $0 < a < 1$ and the notation $[\cdot]$ means rounding the value. We compute the correlation $d_{i,j}$ of the $i$th data point $x_i$ with regard to the $j$th data point $x_j$ as [16]:

$$d_{i,j} = \frac{1}{w} |\kappa^i_{1:w} \cap \kappa^j_{1:w}|,$$

(3)

where $|\kappa^i_{1:w} \cap \kappa^j_{1:w}|$ represents the number of the same elements shared by $\kappa^i_{1:w}$ and $\kappa^j_{1:w}$. The correlation between any two inliers from the same structure usually have larger value than those from different structures, as shown in Fig. 1(b).

### B. The Guided Sampling Strategy

To generate accurate hypotheses, AGS first computes the correlations (between input data and a randomly selected seed datum) by Eq. (3). Then, AGS selects significant data by using information theoretic principles based on the computed correlations, and computes the sampling weights of the selected significant data based on both the correlations and matching scores. At last, AGS samples a minimal subset by using the computed sampling weights from the selected significant data.

More specifically, if $c$ hypotheses have been generated, to generate the $(c+1)$-th hypothesis by the proposed guided sampling strategy, a minimal subset is sampled as follows. A seed datum $x_{s_1}$ is randomly chosen from the input data $X$, where $s_1$ is an index and $s_1 \in \{1, 2, \ldots, N\}$. Here, $N$ is the number of the input data $X$. Then, the correlation $d_{s_1,j}$ between $x_{s_1}$ and the $j$th datum $x_j$ of $X$ is computed by Eq. (3), where $j \in \{1, 2, \ldots, N\}$. Considering $s_1$ is fixed, we can set $D_j \equiv d_{s_1,j}$ for simplification, yielding a correlation vector $D = [D_1, \ldots, D_N]$.

As in [11], the gap $\phi_j$ between the maximum of $D^\delta$ and the $\delta$-th power of $D_j$ is defined as

$$\phi_j = \max(D^\delta) - D_j^\delta.$$  

(5)

The gap $\phi_j$ computed by Eq. (5) is guaranteed to be no less than zero and is used as a complementary value, which is used to calculate an entropy threshold for effectively selecting significant data with larger correlation values. The lower the value of $\phi_j$ is, the more likely the $j$th data and $x_{s_1}$ are from the same structure. This is because that, in Eq. (3), the correlation will have a high value when the $j$th data and $x_{s_1}$ belong to the same structure. The influence of $\delta$ will be evaluated in Section IV-D.

The probability of $\phi_j$ is defined as

$$\eta(\phi_j) = \phi_j / \sum_{k=1}^N \phi_k.$$  

(6)

According to [32], the quantity of information provided by the $j$th correlation is measured as

$$e_j = -\log(\eta(\phi_j) + \epsilon),$$  

(7)
where $c$ is an infinitesimal positive number. The entropy of $D$ is computed as
\[ E = \sum_{j=1}^{N} \eta(\phi_j)e_j. \] (8)

AGS selects significant data as follows:
\[ \mathcal{X}^* = \{x_j | E < e_j\}. \] (9)

According to Eqs. (5)–(9), the data with a lower quantity of information than $E$ are rejected. The selected significant data have a larger quantity of information, and are more likely from the same structure as $x_{s_1}$ (as shown in Fig. 1(c)). Sampling data subsets from the selected significant data can increase the probability of sampling clean data subsets. A set of indices
\[ \{n_1, n_2, \ldots, n_L\} \subset \{1, 2, \ldots, N\}, \] (10)
is found to identify the elements of the input data $\mathcal{X}$, which are present in $\mathcal{X}^*$, where $L$ is the number of $\mathcal{X}^*$.

We note that some model fitting methods [11], [33] also utilize information theoretic principles. However, the use of information theoretic principles in the proposed method is significantly different: in each hypothesis generation process, based on the computed preference correlations and information theoretic principles, the proposed method tries to choose the significant data, arising from the same structure that the chosen seed datum belongs to, for guided sampling. In other words, we use information theoretic principles to guide the sampling process. In contrast, [33] employs information theoretic principles to filter out gross outliers in the data pre-processing step, while [11] uses information theoretic principles to select significant hypotheses in the model selection step.

After selecting significant data, AGS chooses the correlation values $D^*$ between the selected significant data $\mathcal{X}^*$ and $x_{s_1}$ from $D$, and the correspondence matching scores $\psi^*$ of $\mathcal{X}^*$ from $\psi$, where $D^* = [D_{n_1}, D_{n_2}, \ldots, D_{n_L}]$ and $\psi^* = [\psi_{n_1}, \psi_{n_2}, \ldots, \psi_{n_L}]$. The selected correlations and matching scores are respectively normalized as $\mu_l = D_{n_l}/\sum_{k=1}^{L} D_{n_k}$ and $\nu_l = \psi_{n_l}/\sum_{k=1}^{L} \psi_{n_k}$, where $l \in \{1, 2, \ldots, L\}$. Then the sampling weight vector $\Omega$ of $\mathcal{X}^*$ is computed as:
\[ \Omega(l) = \mu_l \cdot \nu_l. \] (11)

AGS uses $\Omega$ as sampling weights to sample a minimal subset from $\mathcal{X}^*$ by the Monte-Carlo method.

C. Efficient Residual Sorting Strategy

When the total number of generated hypotheses is large, the computational cost of residual sorting in both MultiGS [16] and ModeSamp [18] is expensive because these methods sort the residuals of all input data after generating a batch of new hypotheses. Therefore, the efficiency of residual sorting greatly affects the efficiency of both MultiGS and ModeSamp.

In this paper, instead of sorting the residuals of all input data, we propose to only sort some of the top ranked residuals, to improve the efficiency of residual sorting, since the computation of the correlation between two data points (by Eq. (3)) only uses the index permutation of the top $w$ ranked residuals, where $w$ is the window size, and thus it is not necessary to sort the residuals of all input data.

Let $c$ denote the total number of the generated hypotheses so far and $g$ be the corresponding number of the retained top sorted residuals, where $c$ and $g$ are initialized to 0. After generating a batch (whose size is $b$) of new hypotheses (the influence of $b$ will be evaluated in Section IV-C), the proposed residual sorting strategy, called Efficient Residual Sorting (ERS), updates the residual sorting vector as follows:

First, for the residual vector $r^i$ of the $ith$ data point $x_i$, ERS sorts the residuals (including the top $g$ sorted residuals and $b$ residuals of $x_i$ with regard to $b$ newly generated hypotheses) of $r^i$ in a non-descending order to achieve the sorted residual vector $\tilde{r}^i = [\tilde{r}^i_{n_1}, \tilde{r}^i_{n_2}, \ldots, \tilde{r}^i_{n_{g+b}}]$.

Second, ERS updates $g$ as:
\[ g = \min(c, w + b). \] (12)

where $c = c + b$ and $w = \lfloor \alpha \cdot c \rfloor$, i.e., ERS retains all the elements of $\tilde{r}^i$ when the first $b$ hypotheses are generated; Otherwise, ERS only retains the top $w + b$ ranked residuals of $\tilde{r}^i$ instead of the total $c$ elements of $\tilde{r}^i$.

Third, ERS first retains the top $g$ elements of $\tilde{r}^i$ (denoted as $\tilde{r}^i = [\tilde{r}^i_{k_1}, \tilde{r}^i_{k_2}, \ldots, \tilde{r}^i_{k_g}]$). Then, ERS obtains the corresponding permutation vector $\kappa^i = [\kappa^i_1, \kappa^i_2, \ldots, \kappa^i_g]$. Finally, let $r^i = \kappa^i \cdot \tilde{r}^i$. The efficiency of the proposed ERS will be evaluated in Section IV-B.

D. The Complete Method

After introducing all the components of the proposed AGS, we present the complete AGS method, summarized in Algorithm 1. AGS contains two parameters, i.e., the batch size $b$ and the ratio $\alpha$ of window size $w$. The batch size $b$ controls the frequency of residual sorting. When we assign $\alpha$ and $\beta$, we can vary the proportion of the window size $w$.

**Algorithm 1 The proposed AGS method**

**Input:** data $\mathcal{X}$, maximum number of samples $M$, ratio $\alpha$ and batch size $b$.

**Output:** a set of generated hypotheses $\Theta$. 

1. Initialization: $\Theta = \text{null}$.
2. for $c = 1$ to $M$ do
3. if $c \leq b$ then
4. Sample a minimal subset $\mathcal{S}_c$ by random sampling.
5. else
6. Sample a minimal subset $\mathcal{S}_c$ by the guided sampling strategy proposed in Section III-B.
7. end if
8. Estimate a hypothesis $\theta_c$ using the sampled minimal subset $\mathcal{S}_c$.
9. Append the absolute residual between $x_i$ and $\theta_c$ to $r^i$ for each $x_i \in \mathcal{X}$.
10. if $c \geq b$ and mod $(c, b) = 0$ then
11. Update the window size $w = \lfloor \alpha \cdot c \rfloor$.
12. Sort $r^i$ to obtain $\kappa^i$ (Section III-C).
13. end if
14. Let $\Theta = \Theta \cup \{\theta_c\}$.
15. end for
The median time (in seconds)
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<td>0</td>
<td>0</td>
</tr>
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</table>

The influence of these two parameters on the performance of the proposed AGS method will be evaluated in Section IV-C.

IV. Experiments

In this section, we first describe the datasets and performance measures used in the experiments in Section IV-A. We assess the efficiency of the proposed residual sorting strategy in Section IV-B. Then, we investigate the influence of the parameters of the proposed AGS, keypoint matching scores and information theoretic principles on the performance of AGS in Sections IV-C and IV-D, respectively. And then we evaluate the performance of the proposed AGS for data with various outlier rates and degeneracies in Sections IV-E and IV-F, respectively. Finally, we compare the proposed AGS with several state-of-the-art sampling methods in practical applications such as homography matrix and fundamental matrix estimation in Sections IV-G and IV-H, respectively.

We compare the proposed AGS with several sampling methods including MultiGS [16] and the sampling methods originally proposed in the following robust model fitting methods: PROSAC [13], LO-RANSAC [23], Proximity [24] and HMSS [28]. For convenience, these sampling methods are called the same as the corresponding robust fitting methods, respectively. The source codes of LO-RANSAC, PROSAC and MultiGS are provided by the authors of [16]. The source codes of Proximity and HMSS are from the authors of [19], [28], respectively. All experiments are run on a Windows 7 system with a 3.2 GHz i5 CPU.

A. Dataset and Performance Measures

The image pairs used in the following experiments are from the AdelaideRMF dataset [17]. This dataset provides inlier and outlier labels for all the image pairs and the corresponding keypoint matching scores.

For numerical stability, we perform the global coordinate normalization [34] on the test data before sampling. A hypothesis is estimated after a minimal subset is sampled and the corresponding residuals of input data with regard to the hypothesis are derived. HMSS [28] performs model selection by using the method proposed in [28], whereas all other competing methods including the proposed AGS use J-Linkage [19] to conduct model selection. Only the largest $\tau$ clusters are chosen after model selection as [17], where $\tau$ is the ground truth number of the structures in data. This is because that HMSS is a relatively accurate and efficient method by embedding its sampling strategy into the “fit-and-remove” model selection strategy, and its sampling strategy is not naturally involved in two-stage fitting methods (e.g., J-Linkage). While all other methods (i.e., AGS, MultiGS, PROSAC, LO-RANSAC and Proximity) mainly concentrate on hypothesis generation, and J-Linkage is one of the efficient multi-structure model selection methods. For the performance measure, as in [28], we measure Clustering Accuracy (CA) by

$$CA = \frac{\text{number of correctly clustered points}}{\text{total number of points}}.$$  

(13)

In addition, we use the number of subsets and the number of clean subsets sampled within the given time to evaluate the performance of the competing methods as in [16], [17], [26].

B. Efficiency of the Proposed Residual Sorting Strategy

We demonstrate the efficiency of the proposed residual sorting strategy on the fundamental matrix estimation task. All the nine image pairs used in Table II are tested in the experiment. The 8-point algorithm [35] is used to estimate fundamental matrices from the sampled minimal subsets.

As shown in [16], MultiGS has achieved good performance when the batch size $b$ and the ratio $\alpha$ of window size range
As shown in Fig. 2, the residual sorting strategy used in MultiGS is as efficient as the proposed method when the total number of the generated hypotheses is less than or equal to 1,000. However, when the total number of the generated hypotheses is larger than 3,000, the computational time of the residual sorting strategy used in MultiGS increases dramatically while that of ERS only increases slightly. Note that based on the same parameter settings, MultiGS generates about 1,500 hypotheses within 10 seconds for the Cubebreadtoychips image pair, while AGS generates about 6,500 hypotheses for that image pair. Thus, ERS can effectively improve the efficiency of AGS for hypotheses generation. Moreover, on the image pairs of Toycubecar and Cubebreadtoychips, we compare the correlation matrices computed from the permutation vector obtained by the residual sorting strategy used in MultiGS and the proposed ERS, respectively. Toycubecar and Cubebreadtoychips are the challenging image pairs, since the lowest inlier rates of the model instances in the two image pairs are 7% and 12%, respectively. The results in Fig. 3 show that correlation matrices obtained by ERS are as discriminative as those obtained by the sorting strategy of MultiGS for different numbers of hypotheses. Thus, the proposed ERS is an efficient and effective residual sorting strategy.

Fig. 3. The correlation matrices obtained by two different residual sorting strategies on the image pairs of Toycubecar (the first two rows) and Cubebreadtoychips (the last two rows). We use MultiGS (the first and the third rows) and ERS (the second and the fourth rows) as the residual sorting strategies. (a) to (e) The results obtained by MultiGS and ERS after generating 500, 1,000, 3,000, 5,000, and 7,000 hypotheses, respectively. Toycubecar and Cubebreadtoychips have three and four model instances, respectively.

Fig. 4. The influence of the parameters \( b \) and \( \alpha \) on the performance of AGS. The median of the clustering accuracies is obtained by AGS under different combinations of \( b \) and \( \alpha \) on the image pairs of Barrsmith and Johnsona.

C. Influence of the Parameters \( b \) and \( \alpha \)

On the homography matrix estimation task, we evaluate the influence of both the block size \( b \) and the ratio \( \alpha \) of the window size \( w \) on the performance of AGS. We use the image pairs of Barrsmith and Johnsona for evaluation. The Direct Linear Transformation (DLT) [35] is used to estimate a homography matrix from a data subset. \( b \) and \( \alpha \) are set within the ranges of \([20.00, 200.00]\) and \([0.02, 1.00]\), respectively. For each combination of \( b \) and \( \alpha \), AGS is performed 20 times, and each repetition is run 5 seconds. Fig. 4 shows the median of the clustering accuracies obtained by AGS over 20 runs.

From Fig. 4(a), we can observe that, the performance of AGS changes slightly when the value of \( b \) varies within \([20.00, 200.00]\). It can also be found that AGS achieves good performance when the value of \( \alpha \) ranges between 0.02 and 0.20. However, the clustering accuracy obtained by AGS decreases dramatically as the value of \( \alpha \) is larger than 0.20. This is because that, as \( \alpha \) increases, the computational cost of Eq. (3) significantly increases, leading to the sharp drop of the
total number of samples in the given time. Even worse, the discriminative power of the correlations is also reduced, and thus the probability of sampling a clean solution decreases. In addition, $\alpha$ must be greater than 0 because the window size $w$ is equal or greater than 1 (see Section III-A). Thus, we do not test the case when $\alpha = 0$. A similar conclusion for the Johnsona image pair can be drawn from Fig. 4(b). Based on the experimental results, we fix $b = 100$ and $\alpha = 0.1$ for AGS to achieve good performance in all the following experiments.

D. Influence of Keypoint Matching Scores and Information Theoretic Principles

In this section, we examine the influence of keypoint matching scores and information theoretic principles on the performance of the proposed AGS on the image pairs of Barrsmith and Johnsona. We compare the performance of the proposed method, the proposed method without using matching scores (called AGS-V1), and the proposed method without using both information theoretic principles and matching scores (called AGS-V2). Note that, we set the same score (i.e., 1.0) to each data point for AGS-V1 and AGS-V2. Fig. 5 shows the median of the clustering accuracies obtained by the three methods over 20 repetitions.

From Fig. 5(a), we find that both AGS and AGS-V1 can achieve relatively good performance. However, as the time budget increases, AGS-V1 is slower than AGS in increasing the median of the clustering accuracies. For example, the median of the clustering accuracies obtained by AGS increases to 0.95 within 0.80 second, while AGS-V1 needs to spend about 1.50 seconds on achieving the same accuracy. In addition, we find that the performance of AGS-V2 is worse than those of both AGS-V1 and AGS. A similar conclusion can be obtained for the Johnsona image pair from Fig. 5(b). As a result, both the matching scores and information theoretic principles used in AGS are beneficial to guide sampling.

In addition, we evaluate the influence of the parameter $\delta$ in Eq. (5) on the performance of the proposed method. The insight behind $\delta$ is that, the larger the value of $\delta$ is, the more data with low correlation values are filtered out. In this experiment, we filter out the data with low correlation values shown in Fig. 1(b) by evaluating different values of $\delta$. The results are shown in Fig. 6. When $\delta = 1$ (as shown in the first row of Fig. 6(a)), several inliers of the second structure are not correctly filtered out. When $\delta = 2$ (as shown in the first row of Fig. 6(b)), all inliers of the second structure are correctly filtered out. When $\delta = 3$ (as shown in the first row of Fig. 6(c)), although more outliers are correctly filtered out than that in Fig. 6(b), an inlier of the first structure is incorrectly filtered out. A similar conclusion for the second structure can be obtained from the second row of Fig. 6(a) to (c). Therefore, to remain as many inliers of the current structure as possible, and filter out as many gross outliers and pseudo-outliers as possible, $\delta$ is set to be 2 in all the following experiments.

E. Performance under Various Outlier Rates

In this section, we evaluate the performance of the proposed AGS under different outlier rates on the tasks of homography matrix estimation and fundamental matrix estimation. The median number of all-inlier (i.e., clean) minimal subsets and the median of the clustering accuracies over 20 runs are shown in Fig. 7 and Fig. 8, respectively.

Homography matrix estimation. The experiments are evaluated on the image pairs of barrsmith, Johnsona, Library and Neem. In each run, we use a subset of the data, which contains all the inliers and $L$ outliers. $L$ outliers are randomly selected from all the outliers. For example, the image pair barrsmith includes 75 inliers and 166 outliers. The value of $L$ gradually increases from 33 to 165 with an interval of 33. The outlier rate is computed by $100\% \cdot L/(L + 75)$.

Although the total number of minimal subsets sampled by the proposed AGS is only about 70% of those obtained by Proximity, LO-RANSAC and PROSAC within 5 seconds, the total number of minimal subsets sampled by AGS is about 2 to 3 times of that obtained by MultiGS. This shows that, the proposed AGS significantly improves the computational efficiency compared with MultiGS.
From Fig. 7(a), (c), (e) and (g), we can see that the total numbers of clean minimal subsets sampled by all competing methods decrease as the outlier rate increases. The total number of clean minimal subsets sampled by AGS is about 2.5 times of that obtained by MultiGS. The results show that the proposed AGS significantly improves the sampling efficiency compared with MultiGS. Moreover, AGS can also sample more clean minimal subsets than Proximity, LO-RANSAC and PROSAC. Fig. 7(b), (d), (f) and (h) show that AGS achieves the highest clustering accuracy compared with all the other four competing methods. Especially on the image pair Johnsona, the gap between AGS and the best of all the other four competing methods is large. This benefits from the effectiveness of the proposed guided sampling strategy and the efficiency of the proposed residual sorting strategy in AGS.

**Fundamental matrix estimation.** The experiments are evaluated on the image pairs of Cubetoy, Toyucubecar, Cube and Cubebreadtoychips. The experiments follow the similar experimental settings as those used in homography matrix estimation.

The total number of minimal subsets sampled by the proposed AGS is only about 1/2 of those obtained by Proximity, LO-RANSAC and PROSAC within 10 seconds. However, the total number of minimal subsets sampled by AGS is about 3.5 times of that obtained by MultiGS. This shows that the proposed AGS is much more computationally efficient than MultiGS.

Fig. 8 shows that the proposed AGS can usually sample more clean minimal subsets than all the other four competing sampling methods. On the image pairs of Cubetoy and Toyucubecar, AGS achieves the highest clustering accuracy compared with all the four other competing methods. On the other two image pairs (i.e., Cube and Cubebreadtoychips), AGS achieves the highest or the second highest clustering accuracy. Although LO-RANSAC occasionally achieves the highest clustering accuracy for the single-structure data Cube, it achieves the lowest clustering accuracy for the four-structure data Cubebreadtoychips due to the high outlier rate in this image pair. In contrast, Proximity usually achieves the highest clustering accuracy for the Cubebreadtoychips image pair, while it achieves the lowest clustering accuracy for the Cube image pair because that it uses the spatial constraint. MultiGS achieves relatively good performance on the two image pairs, but its performance is not as good as that of AGS.

In summary, the proposed AGS can generate more accurate hypotheses, and it usually samples more number of clean minimal subsets than all the other competing methods within the same time budget.
F. Performance under Degeneracies

In this section, we evaluate the performance of the competing sampling methods under degeneracies on the image pairs of Dinobooks, Elderhalla and Sene (see Fig. 9), following the similar experimental settings as the recent work [26]. For the 8-point estimation algorithm, a degenerate fundamental matrix is achieved when more than six of eight matches in a minimal subset are selected from the same plane [26]. This often occurs in the scene where there exists a dominant plane [36], [37].

Each of the image pairs of Dinobooks, Elderhalla and Sene contains one model instance (called the model instance $\zeta$) of fundamental matrix, which includes one “dominant plane” D and one “off-plane” O. In the experiments, data subsets are created by choosing all inliers of D and part of the inliers of O. The ratio $\beta$ between the inliers of the D plane and the inliers of both the D and O planes is computed as [26]:

$$\beta = n_D/(n_O + n_D),$$

where $n_O$ and $n_D$ are the numbers of the inliers chosen from the D and O planes, respectively. We increase the value of $\beta$ from 0.70 to 0.90 with an interval of 0.05 by gradually increasing the randomly selected inliers from O. For each value of $\beta$, 100 data subsets are created. Each method is limited to sample 10 seconds on each created data subset. The total numbers of both clean minimal subsets and non-degenerate clean minimal subsets sampled by the four sampling methods for the model instance $\zeta$ are recorded. Note that the performance of the other competing methods is not evaluated. This is because that both LO-RANSAC and HMSS may sample larger-than-minimal subsets. In addition, the inliers of the other two model instances are retained for the Dinobooks image pair, which case is more challenging than that in [26]. We show the median of the results over the 100 created data subsets with various values of $\beta$ in Fig. 10.

As shown in Fig. 10(a), the numbers of both clean minimal subsets and non-degenerate clean minimal subsets sampled by AGS are significantly more (about 3 times more) than those obtained by Proximity and MultiGS, respectively, when $\beta \leq 0.85$. Even in the extreme case (i.e., $\beta = 0.90$, where only five inliers are selected from the “off-plane” O), AGS also outperforms Proximity and MultiGS in term of the numbers of both clean and non-degenerate clean minimal subsets sampled. PROSAC cannot sample any one clean minimal subset because Dinobooks has a high outlier rate (including pseudo and gross outliers). A similar conclusion for the Elderhalla image pair can be drawn from Fig. 10(b).

From Fig. 10(c), we can see that, the number of clean minimal subsets sampled by Proximity is comparable with that of AGS, and it is the most or the second most due to more number of inliers and the lower outlier rate in the Sene image pair. However, AGS samples the highest number of non-degenerate clean minimal subsets compared with all the other three competing methods, and the number of the non-degenerate clean minimal subsets sampled by AGS is 10 times more than that obtained by Proximity. PROSAC and MultiGS can sample clean and non-degenerate clean minimal subsets. Nevertheless, the numbers of clean and non-degenerate clean minimal subsets obtained by the two methods are about only 10% of that obtained by AGS.

G. Comparisons on Homography Matrix Estimation

We investigate the evolution of both the clustering accuracies and the total number of minimal subsets obtained by different methods versus running time within 5 seconds. The obtained results are given in Fig. 11.

The evolution of the median of the clustering accuracies as increasing the sampling time is shown in Fig. 11(a) and (b). We note that HMSS finished the fitting process for each image pair in less than 1 second. For comparison, we report the same median clustering accuracies within 5 seconds for HMSS. From the figures, we find that the proposed AGS is the most effective method in increasing the median of the clustering accuracies versus running time. Especially, on the Barrsmith image pair, AGS achieves the highest median value of the clustering accuracies within 2 seconds compared with all the other competing methods. In other words, AGS is more than 2.5 times faster than all the other competing methods in generating promising hypotheses.

The evolution of the total number of minimal subsets as increasing the sampling time is shown in Fig. 11(c) and (d). We do not show the results for HMSS, because it finished the fitting process within less than 1 second. Fig. 11(c) and (d) show that, the total number of minimal subsets sampled by AGS is only about 3/5 of those obtained by Proximity, LO-RANSAC and PROSAC in 5 seconds. However, the total number of minimal subsets sampled by AGS is about 2.5 times of that obtained by MultiGS in 5 seconds.

To provide qualitative comparisons on the performance of these methods, the clustering results on three image pairs are shown in Fig. 12. In addition, the quantitative results obtained by the six competing methods over 100 runs are reported in...
The total number of minimal subsets

The median of the clustering accuracies

Table I. From the results, we can see that, the proposed AGS achieves the highest median of the clustering accuracies on all test image pairs except for the Napiera image pair. On this image pair, the median of the clustering accuracies obtained by AGS is only slightly lower than the best result obtained by PROSAC. On eight of the nine image pairs, AGS achieves the lowest standard variance of the clustering accuracies. Moreover, we emphasize that the clustering accuracy obtained by AGS is better than (or equal to) that obtained by MultiGS on all image pairs. In addition to clustering accuracy, we also report the total number of subsets and the number of all-inlier subsets sampled by all the competing methods within the given time. As stated before, the total number of subsets sampled by the proposed AGS is less than those sampled by Proximity, LO-RANSAC and PROSAC, but it is more than that sampled by MultiGS. However, on all image pairs except for the Oldclassicswing image pair, the total number of all-inlier subsets sampled by AGS is much more than those sampled by the other five competing methods. Especially, AGS is about 3 to 8 times more than MultiGS in generating all-inlier minimal subsets.

HMSS and MultiGS obtain fairly good performance for all image pairs. Proximity, LO-RANSAC and PROSAC achieve good performance on most test image pairs as well. However, due to the assumption of that the inliers from the same structure are spatially close, the results obtained by Proximity are bad if a structure is separated by another structure, such as the Barrsmith image pair (see Fig. 12). LO-RANSAC and PROSAC perform badly on highly contaminated data such as the Elderhallb image pair due to the influence of outliers.

We note that Table I shows that LO-RANSAC and HMSS cannot sample any all-inlier subset for the second model instances of the image pairs Barrsmith and Elderhallb. However, Fig. 12 shows that LO-RANSAC and HMSS can find some inliers for the second model instances of the image pairs Barrsmith and Elderhallb. This is because that: (1) The first row of Fig. 13(b) shows that a cross-structure subset is sampled by LO-RANSAC on the Barrsmith image pair. The cross-structure subset contains the inliers of both the first and the second model instances, and one gross outlier. Based on the cross-structure subset, J-Linkage finds the inliers of the second model instance shown in the first row of Fig. 13(c). However, the hypothesis generated from a cross-structure subset is inaccurate. This is consistent with the conclusion that the
TABLE I
THE PERFORMANCE OBTAINED BY THE SIX SAMPLING METHODS OVER 100 REPETITIONS FOR HOMOGRAPHY MATRIX ESTIMATION. LEGEND: #TOTAL REPORTS THE TOTAL NUMBER OF SUBSETS SAMPLED BY THE SIX METHODS WITHIN 5 SECONDS; #S-i (THE NUMBER OF INLIERS BELONGING TO THE i TH STRUCTURE, THE INLINER RATIO OF THE i TH STRUCTURE) REPORTS THE TOTAL NUMBER OF ALL-INLINER SUBSETS SAMPLED BY DIFFERENT METHODS FOR THE i TH STRUCTURE; MEDIAN CA AND STD CA REPORT THE MEDIAN AND THE STANDARD VARIANCE OF THE OBTAINED CLUSTERING ACCURACIES OVER 100 REPETITIONS, RESPECTIVELY. THE BEST RESULT OBTAINED BY THE SIX METHODS ON EACH MEASURE CRITERIA IS BOLDFACED.

<table>
<thead>
<tr>
<th>Data</th>
<th>#Total</th>
<th>Proximity</th>
<th>LO-RANSAC</th>
<th>PROSAC</th>
<th>MultiGS</th>
<th>HMSS</th>
<th>AGS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bonnython</td>
<td>5351</td>
<td>275</td>
<td>373</td>
<td>3045</td>
<td>25</td>
<td>946</td>
<td></td>
</tr>
<tr>
<td>4S-1 (52, 26%)</td>
<td>85</td>
<td>46</td>
<td>90</td>
<td>111</td>
<td>28</td>
<td>906</td>
<td></td>
</tr>
<tr>
<td>Slt CA</td>
<td>0.01</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.01</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>Unionhouse</td>
<td>5317</td>
<td>3046</td>
<td>3057</td>
<td>1137</td>
<td>25</td>
<td>956</td>
<td></td>
</tr>
<tr>
<td>4S-1 (78, 23%)</td>
<td>84</td>
<td>46</td>
<td>90</td>
<td>111</td>
<td>28</td>
<td>906</td>
<td></td>
</tr>
<tr>
<td>Slt CA</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>Barssmith</td>
<td>5351</td>
<td>275</td>
<td>373</td>
<td>3045</td>
<td>25</td>
<td>946</td>
<td></td>
</tr>
<tr>
<td>4S-1 (52, 22%)</td>
<td>85</td>
<td>46</td>
<td>90</td>
<td>111</td>
<td>28</td>
<td>906</td>
<td></td>
</tr>
<tr>
<td>Slt CA</td>
<td>0.01</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.01</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>Library</td>
<td>5351</td>
<td>3046</td>
<td>3057</td>
<td>1137</td>
<td>25</td>
<td>956</td>
<td></td>
</tr>
<tr>
<td>4S-1 (50, 23%)</td>
<td>39</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Slt CA</td>
<td>0.05</td>
<td>0.03</td>
<td>0.04</td>
<td>0.04</td>
<td>0.06</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>Napiera</td>
<td>5317</td>
<td>3046</td>
<td>3057</td>
<td>1137</td>
<td>25</td>
<td>956</td>
<td></td>
</tr>
<tr>
<td>4S-1 (50, 10%)</td>
<td>39</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Slt CA</td>
<td>0.06</td>
<td>0.04</td>
<td>0.03</td>
<td>0.03</td>
<td>0.01</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Oldclass Disco</td>
<td>5351</td>
<td>3046</td>
<td>3057</td>
<td>1137</td>
<td>25</td>
<td>956</td>
<td></td>
</tr>
<tr>
<td>4S-1 (183, 49%)</td>
<td>39</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Slt CA</td>
<td>0.06</td>
<td>0.04</td>
<td>0.03</td>
<td>0.03</td>
<td>0.01</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Elderhall</td>
<td>5316</td>
<td>3065</td>
<td>3101</td>
<td>1158</td>
<td>32</td>
<td>3311</td>
<td></td>
</tr>
<tr>
<td>4S-1 (42, 16%)</td>
<td>160</td>
<td>4</td>
<td>14</td>
<td>4</td>
<td>2</td>
<td>182</td>
<td></td>
</tr>
<tr>
<td>Slt CA</td>
<td>0.05</td>
<td>0.04</td>
<td>0.03</td>
<td>0.03</td>
<td>0.02</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>Neem</td>
<td>5306</td>
<td>3559</td>
<td>3574</td>
<td>1411</td>
<td>54</td>
<td>3051</td>
<td></td>
</tr>
<tr>
<td>4S-1 (64, 27%)</td>
<td>608</td>
<td>29</td>
<td>95</td>
<td>222</td>
<td>10</td>
<td>803</td>
<td></td>
</tr>
<tr>
<td>Slt CA</td>
<td>0.02</td>
<td>0.07</td>
<td>0.08</td>
<td>0.07</td>
<td>0.02</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Johnsona</td>
<td>5317</td>
<td>3140</td>
<td>3249</td>
<td>1151</td>
<td>42</td>
<td>3351</td>
<td></td>
</tr>
<tr>
<td>4S-1 (177, 21%)</td>
<td>312</td>
<td>10</td>
<td>16</td>
<td>116</td>
<td>5</td>
<td>549</td>
<td></td>
</tr>
<tr>
<td>Slt CA</td>
<td>0.02</td>
<td>0.06</td>
<td>0.04</td>
<td>0.04</td>
<td>0.02</td>
<td>0.02</td>
<td></td>
</tr>
</tbody>
</table>

success of the hypothesize-and-verify method relies on hitting at least one all-inlier minimal subset [16]. Moreover, we show later that the cross-structure subsets may lead to overfitting on the high order geometric model (such as fundamental matrix).

2) The second row of Fig. 13(b) shows that a cross-structure subset is sampled by HMSS on the Elderhallb image pair. The cross-structure subset contains the inliers of both the first and the second model instances. Due to the fact that the first and the second model instances are in contact, the hypothesis generated from the cross-structure subset is relatively accurate.

H. Comparisons on Fundamental Matrix Estimation
Following the similar experimental setup as in Section IV-G, Fig. 14 shows the the evolution of both the clustering accuracies and the total number of minimal subsets obtained by different methods. The evolution of the median of the clustering accuracies as increasing the sampling time is shown in Fig. 14(a) and (b). We observe that the proposed AGS is the most effective method to increase the median of the clustering accuracies. Moreover, AGS achieves the highest median of the clustering accuracies in less than 1 second compared with all the other competing methods. In other words, AGS is more than 10 times faster than all the other competing methods in generating promising hypotheses. The evolution of the total number of minimal subsets is shown in Fig. 14(c) and (d).

A similar conclusion can be drawn as that obtained from Fig. 11(c) and (d).

To qualitatively compare the performance of the six competing methods, the clustering results on three image pairs are shown in Fig. 15. Moreover, the quantitative results obtained by the six methods over 100 runs are shown in Table II. From the results, we find that the proposed AGS obtains the highest median of the clustering accuracies on all test image pairs except for two image pairs GameBiscuit and Cubebreadtoychips. However, on the two image pairs, the median of the clustering accuracies obtained by AGS are still better than (or equal to) those achieved by MultiGS.

The total number of minimal subsets sampled by the proposed AGS is less than those obtained by Proximity, LO-RANSAC and PROSAC, but it is more than that obtained by MultiGS. However, on all test image pairs, the numbers of all-inlier subsets sampled by AGS are much more than those sampled by all the other competing methods. Especially, the number of all-inlier minimal subsets sampled by AGS is 5 to 7 times more than that obtained by MultiGS.

MultiGS also achieves fairly good solutions for all test image pairs. However, because its hypothesis generation process is time-consuming, it is incapable of sampling accurate hy-
Fig. 14. Evolution of both the clustering accuracies and the total number of minimal subsets obtained by different methods. The median of the clustering accuracies obtained by the six competing methods on (a) Cubetoy and (b) Toycubecar, respectively. The total number of minimal subsets sampled by the six competing methods on (c) Cubetoy and (d) Toycubecar, respectively.

Fig. 15. Qualitative comparisons on two-view motion segmentation (only showing one of the two views). (a) shows the the ground truth whereas (b) to (g) show the segmentation results achieved by Proximity, LO-RANSAC, PROSAC, MultiGS, HMSS and the proposed AGS, respectively. The Cube, Toycubecar and Cubebreadtoychips image pairs are shown in the top-down order.

hypotheses for the structures with low inlier rates. For example, the median of the clustering accuracies obtained by MultiGS is low on the Toycubecar image pair because it cannot sample an accurate hypothesis for the structures of toy and car (marked in the blue squares and the cyan circles) within the given time (see Fig. 15 (e)).

HMSS, LO-RANSAC and PROSAC obtain high median clustering accuracies for single-structure image pairs, but they achieve low median clustering accuracies for most multi-structure image pairs (e.g., Cubebreadtoychips and Cubebreadtoychips) due to the high outlier rates caused by both gross outliers and pseudo-outliers. In addition, because of the use of the “fit-and-remove” framework, HMSS may wrongly estimate the model parameters for multi-structure image pairs (e.g., Toycubecar—see Fig. 15 (f)). LO-RANSAC and PROSAC may over-fit on multi-structure image pairs (e.g., Cubebreadtoychips), because they only consider the single-structure case and try to maximize the consensus set, resulting in sampling cross-structure minimal subsets (see Fig. 15 (c) and (d)).

Proximity assumes that the inliers from the same model instance are spatially close, and it samples minimal subsets by using local constraints. Therefore, Proximity cannot sample an accurate hypothesis for an image pair, which only contains one model instance and the model instance occupies a large proportion of the area of the image. This is because that the spans of the minimal subsets sampled by Proximity are small and the hypotheses generated from these minimal subsets are inaccurate [26]. For example, Fig. 15 (b) shows that many inliers of the Cube image pair are not detected.

V. CONCLUSIONS

In this paper, a new hypothesis generation method, called AGS, is proposed. AGS combines the merits of both residual sorting and keypoint matching scores to effectively generate accurate hypotheses for robust model fitting methods. Moreover, a new residual sorting strategy, which reduces the computational cost of residual sorting in AGS, is proposed to increase the efficiency of AGS. Experimental results on a number of challenging real image pairs show that, the proposed AGS outperforms several state-of-the-art sampling methods, and it achieves the best results on most of the test data. Especially on some challenging data, AGS is several times or even one order faster than the other competing sampling methods in generating promising hypotheses.
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